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About the Solutions of Dirac's Equations in the Presence of New Magnetic Fields 

Andre Hautot 
University 0/ Liege, Sari Tilman, Belgium 

(Received 2 December 197.0) 

Dirac's equations are completely solved for four entirely new configurations of the external magnetic field. 
The use of the quaternionic formalism simplifies the problem of separation of variables. For three of those 
new magnetic fields the radial equations just obtained are not classical. Section II studies them and gives their 
solutions in term of usual transcendental functions. When energy is quantized, energy levels are given. 

The problem of finding all electrical or magnetical 
fields which allow a complete integration of Dirac's 
equations has always interested phYSicists. Lam 1 and 
Stanciu2 have established a quasicomplete biblio­
graphy about that problem. However they omitted an 
important contribution of Harish-Chandra. 3 We bring 
our contribution by solving Dirac's equation for four 
entirely new configurations of the external magnetic 
field. The mathematical problem involved is rather 
complicated, and may easily be solved only if we use 
the following two-step procedure: 

(I) separation of variables by a quaternionic method 
we have previously indicated, 4 

(II) resolution of the separated differential equations 
which, as we shall see, are not classical. 

I. SEPARATION OF VARIABLES 

(A) Let us first consider Dirac's equations in cylin­
drical coordinates: 

au 1 au au 
ie-kif ar + r je- kcp acp + k az 

(
tn.o c r-::---1 E \ €..r=t. 

== - U -li- j + (;fliJ - -li- (vectP)u, (1) 

where i, j, k are the symbols of quaternions, ~ the 
symbol of complex number, vectP = i Ax + jAy + kA. 
the magnetic potential, €. the charge of the electron. 

The solution of (1) may be found under the separated 
form (m = "',- 2,- 1,0,1,2, ... ) 

U == e kcp/2 e<,{Tf1i)pzz e M(m+l/2)1" 

X (R 1 + iR2 + jR3 + kR 4 ) (2) 

if and only if 

vectP = ek l"/2 (jS3 + kS 4 )e- k l"/2, 

where S3 and S4 are arbitrary functions of r. 

The corresponding magnetiC field may be deduced; in 
vectorial familiar notation it is written (r2 = x2 + y2). 

(
y dS4 X dS4 dS 3 S3\ 

B == curIA = r dr ,-r dr' dr + rJ . (3) 

IntrodUCing (2) into (1), we deduce the radial equation 
for the quaternion R = Rl + iR z + .1R 3 + kR 4 : 

dR ~ k ir dr + ~ iR + jr-l (m + ~)R + --yr-- pzr R 

(
moC .../=1E \ 

+ rR T j + --;:n-iJ 

E~ • + -1[- r (J S3 + kS4 )R = O. (4) 

This quaternionic equation is equivalent to a system 
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of four coupled differential equations. The extreme 
complexity of that system can be avoided by using the 
quaternionic notation. Multiplying (4) at both sides by 
the constant quaternion Q = (moc/n) j + (0E/dl)i, 
we see that the equation remains unchanged if we con­
sider the new unknown function RQ. Therefore, we 
have 

RQ = AR, A = scalar. 

That equation is equivalent to an algebraic homogen­
ous system of four equations; it is compatible only if 

i\2 = a2 - b2 where a = E/ cn and b = moc/it. 

Equation (4) is then equivalent to a coupled system of 
two differential equations plus two algebraic relations 
which give Rl and R 4 , for example, when R z and R3 
are known. Eliminating Rl and R4 and putting 

there only remains the following differential system: 

dT Pz + "If + €. S4 
r dr

2 + (m + 1) T2 + (a + b) Ali rT3 

E 
+ fl S3rT2 = 0, 

dT3 Pz - 'A. Ii + €.S4 
r dr - mT3 + (a - b) xli rT2 

(5) 

t; 
- fl S3rT3 = O. 

That system is exactly soluble in four cases. Let us 
study them. We first point out that 54 = const and 
53 = air are to be rejected because they lead to 
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B = O. 

1. S3 = {B/2)r, 84 = O. 

Thus B = (0, 0, B) = constant magnetic field. This 
problem is classical. 5 The following are new. 

2. S3 = a (= const), 54 = O. 

Thus B = (a/";x2 + y2)(O, 0, 1). 

Decoupling system (5), we obtain second-order dif­
ferential equations for T 2 and T 3 which are confluent 
hypergeometric equations (we deal with the case 
m ~ 0; analogous calculations hold when m < 0): 

fT2 = constrm+le- mrF(1 - n; 2m + 3; 2INr), 

!T3 = constrm e- ..mr F(- n; 2m + 1; 2 .[Rr), 

where 

N :=: AD + (-~) 2 and 

p - Aft 
D=(a-b) \Jf ' 

Pz + Xn 
A = (a + b) IIh ' 
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n = 0,1,2,3, ... , when n = 0, F(1; 2m + 3; 2 fflr) is 
not a polynomial, but in this case T 2 = ° because the 
constant it contains is zero on account of (5). 

The energy levels are given by the polynomial condi­
tion: 

E2 = 2 4 + c2p2; + (wc)2 4n(n + 2m + 1) 
mo c z (2n + 2m + 1)2 

3. 53 = 0, 54 = y/r. 

Thus B = [y/(x2 + y2)3/2](_ y, x, 0). 

Decoupling system (5), we obtain nonclassical second­
order differential equations for T 2 and T 3: 

d2T2 
r2[d(a + b) - Ar]--

dr2 
dT 

+ {Ar2 + 2[d(a + b) -Ar]r}_2 
dr 

+ {(m + 1)Ar-m(m + 1)[d(a + b)-Ar] 

- [d(a - b) - Dr][d(a + b) -Ar)2} T2 = ° (6) 

(with d = - €oy/AIi) (idem for T 3)' 

Problem 4 leads to the same conclusion. 

4. 53 = a, 54 = y/r. 

B= 1 (~ yx ~ 
..J x2 + Y 2 x2 + Y 2' x2 + Y 2 ' aJ 

is in fact the superposition of the two former fields. 
The theorems contained in Sec. II are necessary to 
solve completely problems 3 and 4. 

(B) Before enunciating these theorems, we shall solve 
the same problem in spherical coordinates. We start 
with Dirac's equations in the quaternionic formalism: 

ke k<P/2 e-je e-k<P/2 au + ie-k<P/2 e-jfJ e-k<P/2 ~ au 
ar r ae 

~2@1 = T1 + ~1T4 
1- 2@4 = T4 + ~1T1 

is generally insoluble except in the two following 
cases. 

1. g = /.L cote. 

We deduce B = /.Lr/r3• 

Harish-Chandra3 has solved that problem when there 
is no electrical field. Yet equations are also soluble 
when Coulomb field is simultaneously considered: It 
might be shown that the @ equations remains un­
changed while the radial equation is analogous to the 
hydrogen radial equation except that (j + ~)2 must 
be replaced by (j + ~)2 - (E /.L/n)2. The energy levels 
are therefore given by 

E2 = m2c4 (1 + Z2 a 2 )-1 
o [n + "U + !)2 - (E/.L/n)2 _ Z2 a 2]2 

2. g = II tan e 
We deduce B = 11(1 + r 2 /z 2 )r/r3 • 

If nz ~ 0, the @ equation when decoupled leads to 
[u = cos2 (e/2); Tl = u m12 (1 - u) (m+1)/2(1 - 2U)W/h Vd 

u(1 - u)(1 - 2u)V:i' + [(1 - 2u)(m + 1 - 2mu - 3u) 

- (4EII/n)u(1 - u)]V1 + -(A + Bu)V1 = 0, (8) 

where A and B are constants. The theorems of Sec. II 
(idem for V 4) are absolutely necessary to solve com­
pletely that problem. 

IT. THREE NEW DIFFERENTIAL EQUATIONS 

We have studied the three following second-order 
differential equations: 

DP" + (az 2 + bz + c)P' + (d + ez + j z2)P = 0, 

je- k<p au E.J=1 where D == z, z(z - 1) or z(1 - z)(a - z). 
+ r sine acp = - uQ - -/i- (vect P)u (7) 

The solution of (7) may be found under the separated 
form (m = .. " - 2, - 1,0,1,2, ... ) 

u = ek<P/2 ejO/2 e Fi(m+l/2)<P@ (e)R(r), 

where @ =@1 + k @4 and R = (R 1 + iR 2)(1 - j) if 

vectP = (1/r)e k'l'/2 e je/2 jg (e)e-je / 2 e- k<p/2. 

The corresponding magnetic field is 

B = (g cote + g')r/r3 • 

g is an arbitrary scalar function of e (except l/sine 
because B = ° in that case). Both @ and R satisfy a 
quaternionic equation. The R equation is analogous to 
the radial equation when there is no magnetic field. 
The @ equation is identical to the corresponding @ 
equation in the relativistic hydrogen problem apart 
from a factor depending upon g: 

d@ ..J=1(m +i) €oJ=! 
j dB- sine i@+ijcote@--/i--gi@ 

= a@i. 
That equation which becomes real if we put 

They give rise to the following theorems. 

Theorem 1: zP: + (az2 + bz + c)P~ + (d + ez + 
j z2 )Pn = 0 admits polynomial solutions if 

e = - an~ necessary conditions 
j= ° 
c = - j (= 0,-1,- 2,'" fixed) 

where 

\ R k = a(k - 1 - n), 

J 5k = d + bk, 

( Tk = (k + l)(k + c). 

(n = 0,1,2, ... ) 

= 0, 
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The polynomials are written as a linear combination 
of j + 1 Hermite polynomials: 

Ho = 1, Hi = 2x, etc. 

The Ak are solutions of the recurrent system 

~ <Rk = - .J- 2a(n - k + 1)(k - j - 1), 

with, Sk = (d + bk), 

t'l'k = - i .J - 2a (k + 1). 

Theorem 2: z(z - 1)p;' + (az2 + bz + e)P: + 
(d + ez + j z2 )Pn = 0 admits polynomial solutions if 

e = - ant 
j= 0 

necessary conditions 

e = j (= 0,1,2, ... fixed) 

, Rk = a(k - 1 - n), 

where ) 5k = d + k(b + k - 1), 

( Tk = (k + 1)(e - k). 

(n = 0,1,2, ... ) 

= 0, 

The polynomials are written as a linear combination 
of j + 1 Laguerre polynomials: 

j 

Pn = ~ A k F [ k - n, a + b + e; a( 1 - z)) 
k=O 

F(a by) = 1 + E.. 1'. + ... , , b 1! 

The A k are solutions of the recurrent system 

ffi kA k-l + SkAk + 'l'kAk+l = 0 

~ ffi k = (k - 1 - e)(k - 1 - n), 

with. S k = d - en + k(b + 2e - 2k + 2n), 

I 'l'k = (k + 1)(k + 1 - n - a - b - e). 

Remark 1: Another solution deduces from the 
former if we simultaneously replace 

z by 1 - z, e by - (a + b + e), 

a by - a, d by d - an, 

b by 2a + b, n by n. 

Theorem 3: z(1 - z)(a- z)P:' + (az2 + bz + r.) P; 
+ (d + ez + Jz2)pn = 0 admits polynomial solutions if 

e = - n(n + a - 1) I necessary conditions 
j=O \ (n=0,1,2,··.) 

e = - aj (= 0,- a,- 2a,··· fixed) 

where 

50 To 

Rl 51 Tl 

= 0, 

R j -l Sj-l 1j-l 

R j Sj 

, Rk = (k - 1)(a + k - 2) - n(n + a - 1) 

. 5k = d + bk - (a + 1)k(k - 1), 

I Tk = (k + 1)(e + ak). 

The polynomials are written as a linear combination of j + 1 Jacobi polynomials: 

~ ( . a + b + e 1 - z) Pn = L.J Ak F k - n, n - k + a + J - 1; 1 _ a ; r=:ci 
koO 

The Ak are solutions of the recurrent system 

ffi kA k-l + SkAk + 2"'kAk+l = 0 

with 
(a - 1)(k - 1 - n)[ (a + b + e)/(1 - a) - n + k - a - j)(2n - k + a + j)(k - j - 1) 

<Rk = , 
(2n - 2k + a + j + 1)(2n - 2k + a + j) 

. 1- a SII = d - aBk - an(k - J) - --------
(B - A - 1)(B - A + 1) 

x {jAB(2C - B -A - 1)- [Bk + n(k - j)](1- B2 - A2 - C + CB + CA)}, 

(a-1)(n- k + a + j- 2)[(a + b + e)/(1- a)- k-1 + n)(k + 1)(2n + a- k- 2) 
2"' = , 

k (2n - 2k + a + j - 3)(2n - 2k + a + j - 2) 
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with A = k - n, B = n - k + a + j -1, 
and C = (a T b + e)/(1 - a). 

Remark 2: As in Theorem 2, other solutions 
occur when we replace in the starting equation 

(a) z by 1 - z, 
(b) z by a(1 - z), 

(c) z by (a -1)z + 1, 

(d) z by (1 - a)z + a, 

(e) z by az. 

The demonstrations are similiar for the three theo­
rems. Here we prove only Theorem 3. We start from 
the equation 

z(1 - z)(a - z)P;' + (az2 + bz + e)P: 

+ (d + ez + f z2)Pn = O. (9) 

Let us introduce into (9) the polynomial form P = 
n k n 

E k=O AkZ ; it follows that f = 0 and e = - n(n + a-I) 
are necessary and that 

[(k 1)(a+lz-2)-n(n+a-1)]Ak _l 

+ ld + b/? - (a + l)k(k -·I)]Ak 

+ (k + 1)(e + ak)A k+1 

= Rk Ak- 1 + SkAk + T kAk+1 = O. 

That condition is satisfied if 

= o. (10) 

R n -1 Sn-I Tn -1 

Rn Sn 

It seems very difficult to deduce the general poly­
nomial solution because the order of the determinant 
increases with the order n of the polynomial. How­
ever, if we suppose e = - aj (j fixed integer) Tj = 0 
and condition (10) may be replaced by 

R j-I Sj-1 1)-1 

R j Sj 

= 0 whose order 
does not 
depend upon n. 

Now let us introduce P,. = E k~O Ak F(k - n, n - k + 
a + j -1; (a + b + c)/(1 - a); (1 - z)/(1 - a» into 
equation (9) taking into account the differential equa­
tion satisfied by the F functions, the following remains 
to be proved: 

j \ dF(k - n) 
~O Ak)j(1 - z)(a- z) dz 

+ [(2kn - k2 + ak - k + jk - nj)z - dJ 

x F(k - n)~ = O. 

Remembering the recurrence relations existing be­
tween (1 - z)(a - z)dF(k - n)/dz and zF(k - n) on 
one side, F(k - 1 - n) and F(k + 1 - n} and F(k - n) 
on another side, it follows that 

j \ I E F(k - n) ,ffi kAk-l + S kAk + 'l'kAk+l ( = 0, 
k=O I 1 

where ffi k' Sk' and 'l'k are given above. Therefore, our 
theorem is proved and the Ak are solutions of 
ffikAk- 1 + S kAk + 'l'kAk+l = O. Moreover, for our three 
theorems the reader will verify the curious equality 
correct for all j -values: 

R j -1 5j -1 1j-1 ffi j -1 

R j Sj 

Remarks: 

(a) Those theorems remain entirely valid when n is 
not an integer. In that case of course the solutions 
are not polynomial. 
(b) In the third theorem we deduce from Remark 2 
that condition e = - aj can be replaced by a + b + e 
= - j(1 - a) or by 

(11) 

following the case. 

Ill. APPLICATION TO THE PROBLEMS OF SEC. I 

A. Dirac's Equations in the Magnetic Field, 

B = 1 ( - yy ,yx a) 
../ x2 + y2 x2 + y2 x2 + y2 ' 

The radial equations for T 2 and T 3 may be solved by 
using Theorem 2 of Sec. II. It is easily seen that 
j = 1. T 2 and T 3 appear as linear combinations of 
two confluent hypergeometric functions while energy 
levels are given by the polynomial condition 

Jt2 = miic 4 + e2 ~ + (€ll'e)2 

( 

€ll'c(2m + 1) + 2cpz €y/1i )2 
- 2n + ../(2m + 1)2 + 4(€y/1i)2 • 

We pass over the explicit writing of T 2 and T 3 for the 
sal{e of brevity. 

B. Dirac's Equations in the Magnetic Field, 

B == v(l + r 2/z 2 ) r/r3 

J. Math. Phys., Vol. 13, No.5, May 1972 
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The e functions T 1 and T 4 may be found by Theorem 
3 of Sec. II only if one among the three relations (11) 
may be satisfied. Only the third may be, provided that 

v = - jli/2E (remember j is an integer). (12) 

Remembering that IJ has the dimensions of a magnetic 
pole, we see that relation (12) is absolutely identical 
with Dirac's rule of quantization concerning magnetic 

1 L. Lam. Phys. Letters 31A, 406 (1970). 
2 G. N. Stanciu, Phys. Letters 23A, 232 (1966). 
3 Harish-Chandra, Phys. Rev. 74,883 (1948). 

poles,6 rule he has established in a very different 
way. Therefore, we may conclude with this very curi­
ous remark: Dirac's equation are exactly soluble onl~ 
when the parameter v is quantized following the rules 
of quantum mechanics. 

We omit again the explicit writing of the functions 
T 1 and T 4' They appear as linear combinations of 
j + 1 hypergeometric functions. Energy would be 
quantized if we added Coulomb electrical field. 

4 Andr~ Hautot, Physica 48,609 (1970). 
5 1. 1. Rabi, Z. Phys. 49,507 (1928). 
6 P.A.M.Dirac, Phys.Rev. 74,817 (1948). 

Two-Time Spin-Pair Correlation Function of the Heisenberg Magnet at Infinite Temperature. II 

Tohru Morita* 
Department of Physics, Ohio University, Athens. Ohio 45701 

(Received 22 November 1971) 

The two-time spin-pair correlation function u(R, t) is expressed as a product of a Gaussian distribution func­
tion and a power series with respect to time. The width of the Gaussian distribution function is determined by 
the second derivative with respect to time of the autocorrelation function u(O, t). The coefficients of the power 
series are determined up to terms of order f8 for the square and s.c. isotropic Heisenberg and XY magnets 
of spin ~ at infinite temperature, and up to terms of flO for the linear magnets. The expressions obtained by 
truncating the power series to the exactly known terms give a very good fit at short times to the exact expres­
sion for the linear XY model, and to the results of the computer simulation due to Windsor for the s.c. Heisen­
berg ferromagnet. The Fourier-time transforms of the expressions thus obtained are shown to be the Gram­
Charlier expansions. Thus we conclude that the Gram-Charlier expansion of the Fourier-time transform of 
u(R, f), a (R, w), and that of its Fourier-space transform / (k, I), S(k, w), is especially useful in the cases when 
the short-time behavior of u(R, f) or /(k, t) is considered important; generally speaking, this is the case at 
large k or at w which is not very small. When the width of the Gaussian distribution function is determihed 
by the second derivative of /(k, I), a convergent result is not obtained for small values of k. For larger k, the 
convergence is as good as for the case when the width is determined by the autocorrelation function. 

1. INTRODUCTION H = - ~ ~ [J,L(f,g)SiS; + J 11 (f,g)Sjs;], 
j g 

(1. 1) 

The two-time spin-pair correlation function is the 
quantity of primary importance in the theory of neut­
ron scattering from magnetic materials. 1 ,2 In a 
num,ber of papers,3-8 calculations are focused on the 
function at infinite temperature, for simplicity of the 
treatment. For example, Windsor4 performed a com­
puter simulation calculation for the Heisenberg mag­
net of classical spins at infinite temperature. Car­
boni and Richards 5 gave an exact calculation, for a 
finite chain, of the Heisenberg magnet of spin ~ at 
infinite temperature. 

where JJ. (f,g) and J II (f,g) are equal to J,L and J 11 , res­
pectively, when f and g are nearest neighbors of each 
other and zero otherwise. For the Heisenberg magnet, 
JJ. =J

11 
=.J. If J 11 = 0 and the system is one-dimensional, 

the system is the XY model. We shall call the case of 
J II = 0 the XY magnet in general. The two-time spin­
pair correlation function a(Rij, t) is defined by 

In the preceding paper, 9 the author gave the numeri­
cal values of the coefficients of the expansion in 
powers of time of the two-time spin-pair correlation 
function (s ~(t)s j(O) of spin ~ at infinite temperature. 
In the pre;ent paper, we express (Sf (t)s j(O) and its 
Fourier-space transform (S;(t)S':k(O) as a product of 
a Gaussian distribution function and a power series. 

It is noted that the Fourier-time transform of this 
expression gives the Gram-Charlier expansion, which 
was proposed by Collins and MarshalF for the analy­
sis of the Fourier-time transform of (S;(t)S':k(O). The 
convergence of those expansions is discussed for the 
Heisenberg magnet and the XY magnet. For the one­
dimensional XY magnet, the results are compared 
with the exact solution. 

In the remaining part of this introduction, definitions 
adopted in this paper are given. The Hamiltonian of 
the system is 

J. Math. Phys., Vol. 13, No.5, May 1972 

a(Rij, t) == (Sf (t) sj (0) -- (s :)(Sj), 

where 

sf(t) = eiHtste'·iHt. 

(1. 2) 

We shall introduce the Fourier-space transform of 
stet) by 

(1. 3) 

The Fourier-space transform of <J(Ri!' t) is the so­
called "intermediate scattering function." It will be 
denoted by J(k, t): 

'" ( ) ik'R' j J(k,t)=uuRij,te '. 
j 

(1.4) 

It is the correlation function of S,,(t): 

k '" 0, (1. 5) 

where N is the total number of spins in the system. 
We shall focus our attention mainly on a(Rij,t) in 
Secs.2 and 3, and on J(k, t) in Sec. 4. 


